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Abstract
As reading is an integral part of our knowledge lives, we
should know more about our reading activities. This
paper introduces a reading application for smart phone
and tablets that aims at giving user more quantified
information about their reading habits. We present our
work towards building an open library for eye tracking on
unmodified tablets and smart phones to support some of
the applications advanced functionality. We implemented
already several eye tracking algorithms from previous
work, unfortunately all seem not to be robust enough for
our application case. We give an overview about our
challenges and potential solutions.
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ACM Classification Keywords
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Introduction
The more somebody reads the higher seems to be
language skills and general knowledge [6]. People can
increase their physical fitness and reduce their weight by
step counting and food logging [3]. So it seems simple
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tracking of activities raises awareness and leads to
healthier habits. We therefore wonder if we can give
people tools to better track their reading and thus
improve their cognitive life. Unfortunately there are very
few efforts to recognize reading activities in realistic
environments [5, 14, 12].

Figure 1: Article view of the
“My Reading Life” application
(auto-scrolling can be done using
eye gaze).

Figure 2: Sample summary
statistics: average number of
articles read, the genre, reading
speed, popular sources,
comparison with friends, and
reading locations.

We are driven by the research question, how to monitor
and improve knowledge acquisition tasks with a special
focus on reading.

The contributions in this paper are outlined as follows.
(1) We introduce a prototype of a smart phone
application called “My Reading Life”, that takes articles
from a popular read later web service and provides you
with summary of your reading using statistics over UI
interactions and our eye gaze library. (2) We show how we
obtain several statistics about the users reading habits
(using eye position and head angle to estimate if the user
is looking on the device), discuss challenges and potential
solutions. (3) We use a combination of standard computer
vision techniques for gaze estimation to implement several
eye tracking methods on an unmodified tablet and smart
phone ( iPad 4 and iPhone 5) with the goal to provide an
open standard eye gaze library for researchers and
developers. Unfortunately, the performance depends so far
highly on the calibration, the user and lighting conditions.

Approach
The most profound, yet a very difficult and long way to
track reading habits is to equip the user with a dedicated
device (e.g. eye tracker and scene camera) to record all
reading interactions from the users point of view.

In this paper we go a different route, we want to use
digital devices to track the users reading habits. More and
more reading is done on them and they have some unique

advantages, as we can easily obtain additional meta
information about the reading material at hand without
using expensive machine learning or computer vision
techniques (e.g. the text without using OCR). We
envision a Reading Service similar to a Location Service
built-in to all kinds of digital devices, enabling the user to
track their reading.

Implementation
To see if we are able to provide users with enough
quantifiable information to change their reading habits,
we implemented a prototype application on the iOS
platform. To supply it with reading material, we use a
popular read later service http://readability.com for
website articles. We import the reading list and let users
view the articles in a standard view, see Fig 1.

Tracking Reading Habits
We give the user feedback over the following statistics:
the number of articles read, the average reading speed,
the genre of the article, the location the user read the
article, the orientation of the device, as well as the url
source of the article, a comparison with the users friends
according to articles read this week and speed (see
Fig. 2). The first prototype uses the head angle and eye
positions to estimate if the user is looking on the screen.
To determine both we use the in iOS built-in face
detection and a Haar Cascade for the eyes (a standard
computer vision technique see [16]). If the user seems to
look at the screen for a longer period of time and scrolls
to the end of the article not to fast (estimated with a
threshold at around 700 words per minute), we count the
article as read and record the approximate reading speed.
The genre of the article is determined using Latent
Semantic Mapping and some default categories, so far:
culture, science, sports, economics, politics. These can be
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easily adjusted and the user can provide their own over
“tagging”. The comparison with friends is so far static,
due to the small user count, yet we want to include a
Facebook/Twitter connection.

Figure 3: One of the 5
calibration points the user needs
to focus on. 4 are in the corners
of the text field, the fifth is in the
middle of the screen.

Figure 4: Successful eye gaze
estimation after calibration on
the iPad. The user reads the first
word in the first line.

Towards Robust Eyetracking
The current implementation of “reading detection” is very
limited. As we want to improve it, we implemented
several standard eye tracking and gaze estimation
techniques from computer vision. We started with an
appearance based approach presented by Holland et.
al. [11] (code is available under GPL3) and reached
similar accuracies as mentioned in their paper. Yet, this
method is not fit for our problem, as it requires a long
training phase and is highly dependent on the user. So
far, a hybrid approach using a combination of existing
techniques works best, described in the following. We
implemented a shape-based approach using model fitting
method based on elliptical shape models [10], detecting
eye corners and iris shape by first using face and eye
detection over a Haar Cascade [16]. This works faster
(computationally less intensive), needs fewer training
samples and seems more robust towards different users
(Fig. 4 and 5). The method requires a five point
calibration (see Fig. 3) and the user should not change
the orientation of the device after calibration is done.

However, we still have some calibration problems and
faulty detections, if the wrong parameters are used (see
Fig. 6 and Fig. 7 for an example). All methods are very
dependent on the calibration phase, lighting conditions
and how the user holds the device. Interestingly, a user
reading on the device shows a very characteristic pattern
even when calibration has failed. Therefore we are
currently investigating if we can detect reading despite
not being able to get a stable gaze estimate.

We believe that some problems can be solved by using the
device orientation obtained from motion sensors in the
device and by combining several approaches presented by
Hansen et.al. [9].

In addition to better working reading detection, robust eye
gaze estimation and tracking can enable completely new
applications. It’s shown that eye gaze is related to
knowledge and expertise, also the use of eye gestures is
possible [13, 4].

Related Work
The closest to our work is an research by Holland et. al.
using an appearance-based approach to estimate a user’s
gaze, training a neural network on different eye
positions [11]. Also there are several papers that use
commodity webcams for eye tracking [11]. Hansen et. al.
give a great reference and detailed overview about
different implementations of eye gaze estimation and
tracking [9, 10].

Concerning reading, there are a few papers that try to
detect skimming versus reading with dedicated
eyetrackers [8, 2]. Eye tracking while reading can also be
used to provide summaries of documents or to find which
words a user finds relevant [15].

There is some work to foster better reading habits in
children [7]. Yet, to our knowledge there is so far no effort
towards quantified feedback for adults.

Conclusion and Future Work
We will explore further how to implement reading
detection and a more stable eye tracking. A more
important goal is to get first user feedback on the
“reading life” application to see what type of inference

Session: Poster, Demo, & Video Presentations UbiComp’13, September 8–12, 2013, Zurich, Switzerland

285



and statistic can spur better reading habits and a
potential increase in reading.

Figure 5: Successful eye gaze
estimation after calibration on
the iPhone. User reads the last
word in the 3rd line.

Figure 6: Relatively good iris
estimation.

Figure 7: Bad parameters for iris
estimation.

We are working on making the gaze library open available,
currently we focus on iOS, yet we also plan to support
Android. Maybe it is possible to implement some of the
advanced interaction techniques on commercial, mobile
devices outlined by Biedert et. al. using dedicated
eyetrackers [1].
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