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Abstract—The document analysis community spends substan-
tial resources towards computer recognition of any type of text
(e.g. characters, handwriting, document structure etc.). In this
paper, we introduce a new paradigm focusing on recognizing
the activities and habits of users while they are reading. We
describe the differences to the traditional approaches of document
analysis. We present initial work towards recognizing reading
activities. We report our initial findings using a commercial, dry
electrode Electroencephalography (EEG) system. We show the
feasibility to distinguish reading tasks for 3 different document
genres with one user and near perfect accuracy. Distinguishing
reading tasks for 3 different document types we achieve 97 %
with user specific training. We present evidence that reading
and non-reading related activities can be separated over 3 users
using 6 classes, perfectly separating reading from non-reading. A
simple EEG system seems suitable for distinguishing the reading
of different document genres.

I. INTRODUCTION

Documents are the medium to structure and provide this
information to us [8]. Although we in turn use reading –
the process of assigning meaning to characters, words and
sentences– as a primary information source, recognizing and
monitoring reading activities in unconstrained, natural settings
is still largely unexplored, with few notable exceptions [1], [2].
We propose reading activity recognition to analyze the whole
process of human reading activity and knowledge acquisition.
As compared to the traditional document analysis that focuses
on analyzing documents as objects in the environment, reading
activity recognition is to analyze reading as an event by the
user who is placed in the environment. As tools for the
analysis, it is not necessary for us to focus just on vision
sensors, which are mainly used in the document analysis
research, but also able to use other sensing modalities such
as motion sensors, galvanic skin response and EEG.

As a part of the research about reading activity recognition,
we have already started to implement the reading-life log,
which is to log all text read by the user, as a record of
the reading activity [16]. In this research optical character
recognition is employed with a vision sensor mounted on the
user. With the help of an eyetracker, the method is able to
detect where the user is reading to pass this region into OCR
to obtain the text. Another related work on reading activity
recognition is the Wordometer, an implementation of counting
words read by the user [10]. This research also relies on the
vision sensor and the eyetracker along with document image
retrieval to estimate the number of read words.

The insides gained from analyzing human reading habits
can again be used to analyze documents. If we are able to
detect reading reliably, we can mark the most read sentences
in a text, the word most people stopped reading (e.g. because
they lost interest, ...) or the preferred reading order of a
document. Yet, more crucial, if we gain a better understanding
of knowledge acquisition, a computer system can detect the
most difficult words/passages in a document for a particular
reader or the system can recommend specific information to
fill knowledge gaps.

The purpose of this paper is to propose a different scenario
in the context of reading activity recognition by using an EEG
as a sensor. Needless to say but reading is a cognitive process
by the user so that the activity is well reflected to the EEG,
though it is often noisy. Although in the past it is not realistic to
consider using EEG as a sensor, there are several, off-the-shelf
and easy-to-use EEG sensors available nowadays. Our trial is
to implement the following two functionalities by using such
a “normal” device as a sensor for reading activities:

1) Discrimination of reading and not-reading activities
2) Genre recognition of documents. The method can

distinguish a genre of documents the user is reading.
As genres, we consider scientific paper, manga, and
novel, in addition to doing nothing.

From the preliminary experimental results, we conclude
that even with a off-the-shelf EEG sensors, we are able to
implement the above functions with reasonable accuracies.

The organization of the paper is as follows. In Section II,
we contrast the research field “reading activity recognition” to
the ordinary “document analysis” to clarify the difference and
importance of this new field. Section III is to describe reading
activity recognition based on EEG. In Section IV, we report
the preliminary experimental results on the reading activity
recognition to show the potential of this research field. Section
V is for concluding what we have achieved as well as to discuss
the remaining future work.

II. READING ACTIVITY RECOGINTION

In this section we cut clearly the standpoint of the new
research field “reading activity recognition” by comparing it to
the traditional document analysis. For this purpose, we employ
three axes of comparison: a target to be analyzed, sensors, and
persons. A comparison is shown in Fig. 1 focusing on sensors
and persons.
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Fig. 1. Differentiating our novel approach to traditional document analysis

Let us start with discussing the target. In the traditional
document analysis, documents are always the target to be
analyzed. The final goal of document analysis is to reconstruct
an electronic equivalent from a physical document captured as
an image. A person is always a user of document analysis
to receive the result of processing. On the other hand, the
goal of reading activity recognition is to analyze the user’s
event of reading. Documents and characters have their role
within the activity of reading but the leading player is the user.
What we obtain as a result of analysis is the record of reading
activity by the user. Thus even with the same document, a
user may receive little information due to the inability of
understanding the contents. This type of analysis about the
relationship between objects (documents and characters) and
an actor (the user) is included in the research of reading
activity recognition. One final goal behind reading activity
recognition is to reconstruct the information a user absorbed
through reading.

For implementing such analysis, it is not necessary to limit
ourselves to just vision sensors. In the traditional document
analysis, the typical sensors used for the research is vision
sensors, simply because they are well fit for the final goal.
For the reading activity recognition, vision sensors are also
quite important, especially to know documents and characters
the user is reading. However, the sensors are not necessarily
limited to the vision — other sensors can also be used if they
offer us better sensory input of human reading activities. For
example, accelerometers on the head can sense the users focus
on reading since one should keep our head still enough to
concentrate on reading. In this paper we pursue the possibility
of EEG as a sensor.

The final comparison axis is person. Since the interest of
document analysis is on the object “documents” or “charac-
ters”, sensors are always apart from the user. Thus, this can
be called “third person sensors”. In other words, a sensor
is sensing with a different viewpoint from the user. For the
reading activity recognition, on the other hand, the person
should not be limited to the third. Rather, the first person
sensors, which sense data with the same viewpoint of the user,
are more important. As for the vision sensors, a camera can be
placed on the user to share the viewpoint. It is best to capture
the document the user is reading. The EEG is also an first

person sensor since it directly senses the user.

To sum up the following statements can be made to
differentiate reading activity recognition from the traditional
document analysis.

1) Document analysis mostly uses third person vision
sensors to sense documents and characters as objects,

2) Reading activity recognition is to use other sensing
modalities also in the context of first person to sense
the reading activity by the user as event. The goal is
to know the user with respect to the result of reading.

There are a lot of different categories that constitute to
human reading habits (e.g. reading techniques, attention focus)
and there exist a lot of other sensory clues and technologies we
can use to help us record and monitor reading activities. For
example using a person’s activity or location as a prior to text
recognition. Regarding the recognition of reading activities we
see three technologies as most relevant:

• First Person Vision – By artificially limiting the text
recognition to the human field of vision, we can
narrow down on the text possibly read by the user.

• Sensing eye movement – eye tracking can be very
useful to determine if a user is reading and can give
substantial clues about their attention level [2], [5]. Al-
though eye-tracking systems today are still expensive,
as soon as compelling applications are available scale
with drive down price (as parts are relatively cheap).
Mobile eye trackers today are already only a little bit
larger than regular glasses.

• Sensing brain activity – As we want to explore reading
activities and given that reading is a cognitive process,
sensing brain activity seems to provide the most
insight. As we want to stay as cheap and unobtru-
sive as possible, the only feasible option for sensing
brain activity seems Electroencephalography (EEG).
Other approaches – e.g. functional magnetic resonance
imaging (fMRI), Electrocorticography) – use bulky
devices (sometimes filling a complete room) and are
very expensive. These approaches could not be used
in a real life setting today. deployed.

EEG seems the most promising and unexplored sensing
modality in regard to reading. Therefore we will focus on it
for the rest of this paper.

III. EEG FEASIBILITY STUDY

To evaluate EEG, we focus on a distinct subset of reading
activities namely recognizing the reading of different document
types (e.g. a novel versus a comic book) as well as on
distinguishing these reading tasks from specific non-reading
related activities (e.g. listening to music, drawing sth.). We
do the first steps towards recognizing reading activities and
contribute towards answering the following research questions:

1) Can we distinguish different types of reading activi-
ties using a relatively cheap, commercially available
EEG device?

2) Is it feasible to segment reading from non-reading
activities with such a device?



Fig. 2. The Emotiv EGG system used for the experiments.

To our knowledge nobody recognized users reading different
genres of documents, so far.

A. Experimental Design and Setup

To check for the feasibility of our approach, we devised
2 small scale experiments. They can be seen as indication if
the research questions posed can be tackled with the sensing
technologies available today.

There are several commercially available dry electrode
EEG devices available. We used the Emotive EEG (see Fig-
ure 2. It is comparably cheap and has a good resolution (14
EEG channels at 128 Hz) 1. Additionally, a substantial research
and developer community is already using it [18].

1) distinguishing different reading materials: To get some
information on the question ”Can we distinguish if a user
is reading different documents using a cheap device?”, we
designed a feasibility experiment containing a number of
different documents: a scientific paper, a manga, a novel and
doing nothing (as reference). All documents were available
electronically and printed on the same paper type. The ”doing
nothing activity” consisted in sitting in a chair looking outside
the window and at specific objects (also including head move-
ments). So far, we only recorded one test subject performing
each task 3 times for 5 minutes in an office environment.

2) User-dependence of reading tasks versus non-reading
tasks: To tackle the questions ”Can we segment reading
from non-reading activities?” and ”How user-dependent is the
reading of different document types?” we devised a second
experimental setup, evaluating in total 6 reading and not-
reading activities. The reading materials include a scientific
paper, a news website and a manga. The non-reading activities
include drawing, listening to music and watching a video. We
record 3 participants performing these activities for 3 minutes
in an office environment.

B. Analysis and Findings

EEG is quite noisy and often overshadowed my facial
movements. To improve the signal-to-noise ratio and reduce

1http://emotiv.com

a b c d e f ← classified as
50 50 0 0 0 0  a = manga
66 0 33 0 0 0  b = news
50 0 50 0 0 0  c = paper
0 0 0 100 0 0  d = draw
0 0 0 0 100 0  e = music
0 0 0 0 0 100  f = video

Fig. 4. The confusion matrix in percent for activities from all three users
using a KNN on the EEG bands using a 3-fold crossvalidation.

unwanted movement effects we apply a bandpass filter between
1-30Hz. Afterwards, we calculate the Fast Fourier Transform
(FFT) of the EEG signal using a sliding window (500 msec.
sliding window step size 20 msec.) and sum the frequencies
according to the classification of brain bands: beta (13-30Hz),
alpha (8-12 Hz), theta (4-8 Hz), and delta (less than 4 Hz). This
leaves us with the sum of alpha, beta, theta and delta waves
per channel per window as features for a k-nearest neighbor
algorithm with k=3. We validate our model using a 10-fold
cross validation 33-66 percentage split for training and testing
datasets for each round.

For the initial experiment with one user and distinguishing
reading science paper, novel, manga and ”doing nothing” we
reach close to 100 % (except 1-2 window misclassifications of
the ”doing nothing” nothing class).

We can easily see why the classification algorithm is doing
such a good job, by comparing the independent components
of the EEG signal for reading tasks visually (see Figures 3 and
5). Similar reading tasks have several components that are the
same, whereas different reading tasks have largely different
components.

Applying the same features, algorithm and a 3-fold cross
validation ( (training on one user evaluating on the others) over
the data set for the 3 participants and the reading and non-
reading activities leaves us with approximately 78% correctly
classified and a confusion matrix given in Figure 4. We
are able to separate between non-reading tasks and reading
tasks. The non-reading tasks are classified correctly over all
3 participants. All miss-classifications happen in the reading
related tasks. Taking a closer look it seems there are strong
differences between users in this case.

This leads us to further inspecting the EEG data for dif-
ferent reading tasks. Plotting the independent components for
the different reading tasks per participant for the EEG signal,
we find for each distinct reading task several independent
components that are very similar between users. Examples for
similar independent components are shown in Figure 5.

Unfortunately, there are also several, unrelated components
that most likely correspond to muscle movement (e.g. compo-
nent 2 for participant 1 in Figure 3, in this case the activation
of the EEG signal is concentrated only close to the eyes). The
band pass filtering could not remove all motion artifacts. To
get rid of these components would require manual inspection
of the data. Additionally, some muscle activity might be very
helpful discriminating between reading and not-reading related



Fig. 3. Independent Components of the 14 EEG channels for one participant reading a research paper (left) and reading a manga (right). There are several
components characteristic for reading a research paper (e.g. component 3 and 6) and manga (component 3 and 4) in all recordings , that are missing in the other
reading tasks. Unfortunately the ordering of the components is highly influenced by noise from head motions.

participant 1

participant 2

Fig. 5. Comparing similar independent components of different participants
and the same task. From left to right: reading a science paper, reading the
news, reading manga.

tasks (e.g. specific eye movements with a given frequency
for reading). More data and closer inspection will help us to
remove unwanted muscle artifacts while retaining the relevant
components.

The analysis is done using a combination of ipython [15]
and matlab scripts and will be available under . The plots
are done using the opensource EEGLAB Matlab toolbox [4].
Distinguishing different document types while reading seems
feasible with a cheap EEG device.

Assuming EEG is as useful as our initial feasibility study
indicates, this opens the door to novel type of document
analysis. A mobile eye tracker or EEG can discriminate if the
user or not. In addition to document type, EEG signals have
been used to to classify the emotional state of people [11],
[13]. The Emotiv device used in the experiments comes with
algorithms to detect some emotions and facial expressions (e.g.
moving the eyebrows, blicking, laughing, talking). Combining
it with traditional document analysis techniques, documents
can be enriched with emotional information (e.g. ”this page is
the saddest for most readers”).

IV. RELATED WORK

There is a large corpus of work to better understand reading
from a cognitive perspective, focusing on reading comprehen-
sion, techniques and the associated mental processes [3], [7],
[5].. This work is complimentary as it is mostly conducted in
a controlled lab setting with expensive equipment (fMRI). The
bulk of this reading research explores reading related disease
or mental deficiencies [7], [3].

Mostow et. al. is closer to our research, as they exploit
the EEG input to help to teach children correct reading
techniques [14]. Concerning reading, there are a few papers
that try to segment reading from non-reading and classify
(effective) skimming using eye tracking [6], [1].

Considering document analysis, eye tracking while reading
can also be used to provide summaries of documents or to find
which words a user finds relevant [19], [12].

V. CONCLUSION AND FUTURE WORK

In this paper we introduced reading activity recognition,
exploring a user’s reading habits. We highlighted the similari-
ties and differences to document analysis. Exploring the space
of potential technologies, we concluded that EEG seems to
be the most promising sensing modality in addition to vision
sensors.

We present a feasibility study on how to use an off-the-
shelf EEG device to segment reading from not reading and
distinguish the document genre a user is reading. The reading
detection works perfectly user-independent. The classification
for the document genre works well for the user-dependent
case 97 % ( 30 /60 split). Of course regarding the small user
number, the results have to be carefully considered and need to
reproduced in a larger, more representative study. Nonetheless,
the study illustrates the usefulness of an EEG device to conduct
research towards detecting reading activities.
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